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What’s on my ESCAIDE badge?
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AI: It’s…
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…about learning, or it’s not AI 

…not only machine learning, but… 

…also about learning machines 

…weak or strong, but… 

…actually all of it’s still weak… 

…so what’s the fuss?
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AI Systems Think (sic) Differently
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Alan Turing (Manchester, 1951)
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AI Education: Turing’s Component List
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• Memory (chronological log) 

• ‘Indexes of experience’ (event-based log) 

• Special features observed in the indexes already used 

• Experience of outcome (+/- weights) 

• Crude rules of thumb (heuristics) for outcome 
classification (supervised), over time replace by 
sophisticated rules (unsupervised) 

• Random noise
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What can Learning Machines Learn?
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• Spatial distributions  
- People movement during an epidemic  
- Information diffusion about an epidemic  
- Geographical spread, probabilistic models 

• Networks and graphs 
- Social networks 
- Preferential attachment and strata  
- Hubs, bridges, giant components,… 

• How to learn 

• How to communicate
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Data Visualisation without AI, no probs
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Boman, M.; Ghaffar, A.; 

Liljeros, F. and 

Stenhem, M. Social 

network visualization as 

a contract tracing tool 

AAMAS 2006
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The AI Question (Vapnik 1990)
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What must one know a priori about an 
unknown functional dependency in order to 
estimate it on the basis of observations? 

Old answer: Almost everything 

New answer: Some general properties of 
the set of functions to which the unknown 
dependency belongs
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AI Prediction meets Statistics
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Wikipedia: Positive and negative predictive values



IK3616

Prediction - A Recent Example

BOMAN  



IK3616

Representation and Classification
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Perceptron Convergence Theorem 
(Minsky and Papert 1988)
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If a set of examples is learnable (100% correct 
classification, cf. gold standard), the perceptron 
learning rule will find the necessary weights  
• in a finite number of steps 

• independent of the initial weights 

The rule does gradient descent search in weight 
space, so if a solution exists, gradient descent is 
guaranteed to find an optimal solution for any 1-
layer neural network

C.R. Dyer, Univ of Wisconsin (remix)
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Sentiment Analysis
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Visualization of Sentiment for MERS
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Smart Foodborne Illness Tracking
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Data: It’s…
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…never enough for machine learning 

…almost never BIG 

…always noisy: humans make noise 

…not always best to impute 

…a terrible idea to ask organisations and companies 
to put their data into common repositories 

…about cleaning and cleaning and cleaning and: 

in the end you might be able to do some AI 
programming
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AI Programming (Minsky 1961)
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Search – through some large space of solution attempts 

Pattern-recognition – restricting to appropriate methods 

Learning – by directing search according to experience 

Planning – by analysing and further directing search 

Induction – for general purpose intelligent machines
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Isn’t it very close to Epidemiology?
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Search  

Pattern-recognise 

Learn 

Plan 

Induce
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Case-Based Reasoning, yes?
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Search  

Pattern-recognise 

Learn 

Plan 

Induce

The Strand
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AI Programming (Minsky 1961)
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Search – through some large space of solution attempts 

Pattern-recognition – restricting to appropriate methods 

Learning – by directing search according to experience 

Planning – by analysing and further directing search 

Induction – for general purpose intelligent machines
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AI Programming (Minsky 1961)
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Search – through some large space of solution attempts 
Pattern-recognition – restricting to appropriate methods 

Learning – by directing search according to experience 

Planning – by analysing and further directing search 

Induction – for general purpose intelligent machines



Search (McCulloch & Pitts 1943)

“There is the genetical or evolutionary search 
by which a combination of genes is looked 
for, the criterion being survival value. The 
remarkable success of this search confirms to 
some extent the idea that intellectual activity 
consists mainly of various kinds of search.” 
  upon reading Turing (1937)
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AI Programming (Minsky 1961)
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Search – through some large space of solution attempts 

Pattern-recognition – restricting to appropriate methods 
Learning – by directing search according to experience 

Planning – by analysing and further directing search 

Induction – for general purpose intelligent machines



Pattern Recognition (Minsky 1960)

• Classify problem situations into categories 
associated with the machine’s methods 

• Extract heuristically significant features of objects 

• Define useful properties and make them resistant 
to noise 

• Combine many properties to form a recognition 
system



Normalisation and Dimensionality Reduction
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The Curse of Dimensionality
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www.kdnuggets.com/2017/n15.html
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AI Programming (Minsky 1961)
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Search – through some large space of solution attempts 

Pattern-recognition – restricting to appropriate methods 

Learning – by directing search according to experience 
Planning – by analysing and further directing search 

Induction – for general purpose intelligent machines
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Learning
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The basic learning heuristic is to use successful 
methods 

The advanced learning heuristic is meta-level 
learning: learning how to learn  
(e.g., a program-writing program) 

Success-reinforced models are averaging models 
and leads to stimulus-response-type reasoning 
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Stimulus-Response Learning
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• A machine receives stimuli via its sensors or receptors 

• A machine acts or performs actions via its effectors 

• That an action is a response to a stimulus means they co-
occur; to add a particular time, does not add to 
expressive power 

• Since both stimulus and response may be complicated, 
their relation is complicated, even in this simplest case 

• Reinforcement learning lets a machine mirror itself in the 
results of its actions
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Simple Learning Limitations

BOMAN  

XOR is a function that cannot be 
learned by a perceptron:  
let + correspond to output 1 
and – to output 0, then XOR 
is not linearly separable

Simple learning machines are (digital) automata, whereas 
some organic processes are analog, like the human 
respiratory system (nervous response to blood CO2 levels) 
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Analogue Distributed Neuromorphic Learners
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AI Programming (Minsky 1961)
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Search – through some large space of solution attempts 

Pattern-recognition – restricting to appropriate methods 

Learning – by directing search according to experience 

Planning – by analysing and further directing search 
Induction – for general purpose intelligent machines
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Planning
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• Costly to replan over and over again 

• Time constraints: Real-time? Online? Batch? 

• Learning how to plan, or planning how to 
learn? 

• Can an AI system break rules? 

• Norm- rather than rule-regulation? 

• Weak AI vs. Strong AI



AI Programming (Minsky 1961)

Search – through some large space of solution attempts 

Pattern-recognition – restricting to appropriate methods 

Learning – by directing search according to experience 

Planning – by analysing and further directing search 

Induction – for general purpose intelligent machines
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Induction (Elman 1990)
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“... by themselves, the simple learning systems are 
useful only in recurrent situations; they cannot cope 
with any significant novelty. Nontrivial performance is 
obtained only when learning systems are 
supplemented with classification or pattern-
recognition methods of some inductive ability”. 

Strategy of deep learning (Jordan 1986, Elman 1990):  
Extract heuristically significant features of objects
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Emotion Recognition as an Example of AI
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Unpublished work, with Abubakr Karali
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Emotion Recognition
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• The Paul Ekman (FACS) paradigm vs. machine 
learning 

• The umami of emotions 

• The dream of transfer learning 

• Serendipitous synergy 

• Ethics, bias, and fear of AI 

• Lie to me, not forgetting the Chinese ghost
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Traditional Facial Action Coding Units 2
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Traditional Facial Action Coding Units 1
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A Systemic Model of Sensemaking

BOMAN  

M. Boman and D. Gillblad, 
Learning machines for 
computational epidemiology,  
doi: 10.1109/BigData.
2014.7004419
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A Systemic Model of Future Sensemaking
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M. Boman and E Kruse, 
Supporting global health goals 
with ICT,  Glob Health 
Action.  doi: 
10.1080/16549716.2017.1321904.

https://www.ncbi.nlm.nih.gov/pubmed/28838300#
https://www.ncbi.nlm.nih.gov/pubmed/28838300#
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Learning Machines for Internet Psychiatry 
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~4.500 variables, n=5.218, complete data
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Prediction, Extraction and Mining - Example
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Feature Selection and Classification
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Ethics
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• Interpretability 

• Transparency 

• Accountability 

• What black boxes do you use?

BOMAN  
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Interpretability
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The Largest Problem for AI: Talent
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Christian Drosten: Spend money on training and labs 

John Nkengasong: 1.500 epidemiologists for 1.2B Africans
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Take Home Message
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Don’t believe the hype!
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